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Abstract

The microstructural configuration of a material affects its macroscopic viscoelastic behavior, which suggests that materials
can be engineered to achieve a desired viscoelastic behavior over a range of frequencies. To this end, we leverage topology
optimization to find the optimized topology of a multi-phase viscoelastic composite to tailor its energy dissipation behavior
as a function of frequency. To characterize the behavior of each material phase, we use a fractional viscoelastic constitutive
model. This type of material model uses differential operators of non-integer order, which are appropriate to represent hereditary
phenomena with long- and short-term memory. The topology optimization formulation aims to find the lightest microstructure
that minimizes the sum of squared loss modulus residuals for a given set of target frequencies. This leads to the design
of materials with either maximized loss modulus for a given target frequency or tailored loss modulus for a predefined
set of frequencies. We present several numerical examples, both in 2D and 3D, which demonstrate that the microstructural
configuration of multi-phase materials affects its macroscopic viscoelastic behavior. Thus, if properly designed, the material
behavior can be tailored to dissipate energy for a desired frequency (maximized loss modulus) or for a range of frequencies
(tailored energy dissipation behavior).
c⃝ 2020 Elsevier B.V. All rights reserved.
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1. Introduction

Materials with enhanced dissipative properties are attractive for applications involving control of noise and
vibration of structures. For example, viscoelastic materials have traditionally been used for vibration damping of
thin panels, such as those in automotive body structures, or those in the fuselage of an aircraft. In such structures,
damping of vibration is commonly achieved via constrained-layer damping (CLD) treatments [1–3]. In a CLD
treatment, a viscoelastic material is placed between two metallic sheets, creating a sandwich panel. When the panel
vibrates, the viscoelastic material in its core deforms, dissipating energy into heat. The damping capabilities of a
CLD treatment depend on both the layout of the damping layer and the viscoelastic properties of the material. In the
present study, we focus on the latter, such that we design the microstructure of multi-phase viscoelastic composites
with enhanced energy dissipation characteristics.
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Numerous studies have been conducted to find the optimal layout of CLD treatments in order to maximize
the dissipation capabilities of a given structure. For instance, Zheng et al. [4] used a genetic algorithm to find
the optimal distribution of rectangular viscoelastic patches in order to minimize a measure of the out-of-plane
displacement of cylindrical shells subjected to transverse excitations. Alvelid [5] optimized the layout of a CLD
treatment to minimize the frequency averaged transverse vibration levels of a plate subjected to harmonic excitations.
In addition, Kang et al. [6] used topology optimization to find the distribution of a viscoelastic material on the surface
of a thin-shell structure in order to minimize the amplitude of vibration at a given location. Topology optimization
was also used by Kim et al. [7] and by Yamamoto et al. [8] to find the layout of a damping treatment maximizing
the modal loss factor of shell structures. Similar objectives were pursued by Moreira and Dias Rodrigues [9] and
by Ling et al. [10].

Despite the umpteen number of investigations dedicated to finding the optimal layout of CLD treatments, studies
aiming to optimize optimizing the viscoelastic properties of the material are more scarce. The microstructural
configuration of a material (i.e., the topological distribution of material inside a unit cell) affects its macroscopic
viscoelastic behavior [11]. This observation was used by Yi et al. [12] to design the microstructure of viscoelastic
composites using topology optimization. The objective of their work was to design microstructures with enhanced
damping characteristics for a particular design frequency. Their problem was setup as an inverse homogenization
problem, similar to that proposed by Sigmund [13,14] for the design of elastic materials. More recently, Andreassen
and Jensen [15] presented a topology optimization formulation for the design of material microstructures that
maximize attenuation of propagating waves. The microstructures obtained in their work were made of two material
phases: a stiff, non-dissipative phase, and a compliant, dissipative phase (i.e., no void is present in the optimized
microstructures).

Andreasen et al. [16] presented a methodology for the design of two-phase viscoelastic microstructures, both in
2D and 3D, maximizing the imaginary part of the complex bulk modulus (i.e., the bulk loss modulus). They showed
that the microstructures obtained using their formulation are able to reach theoretical upper bounds for the bulk loss
modulus by Gibiansky and Lakes [17,18]. Another methodology for the design of viscoelastic microstructures was
presented by Chen and Liu [19]. In their study, the authors aimed to minimize the square difference between the
homogenized shear modulus of the viscoelastic composite and a target value, while considering only one viscoelastic
material phase and void.

Using the bi-directional evolutionary structural optimization (BESO) method, Huang et al. [20] presented a
methodology for the design of microstructures made of viscoelastic materials. The microstructures obtained in
their study were made of two materials, in which one was stiff and elastic and the other was compliant and
viscoelastic. Huang et al. [20] defined an artificial two-phase material that uses the solid isotropic material
penalization (SIMP) method to interpolate between the storage modulus tensors of the two materials and uses
linear interpolation to interpolate between the loss modulus tensors of the two materials. The authors considered two
objective functions, the first being the homogenized loss tangent of the composite and the second its homogenized
storage modulus. The authors found that, when maximizing the storage modulus of the composite, they were able
to achieve the lower bound of the effective bulk modulus in the complex plane, and when maximizing for damping,
they were able to achieve the upper bound.

Recently, Andreassen and Jensen [21] presented a multi-scale approach for maximizing structural damping.
In their approach, a series of isotropic microstructures with maximized loss factor were first obtained. These
microstructures were designed such that they can all be connected through a stiff phase, which facilitates the
manufacturability of the macrostructure using additive manufacturing. They used the homogenized properties of the
microstructures to determine a material interpolation function that can be used for the design of the macrostructure.
Then, they maximized the damping of the macrostructure and used the optimized microstructures based on the
given optimal density obtained from the topology optimization of the macrostructure. Another multiscale approach
was presented by Chen and Liu [22] for the design of CLD treatments maximizing the modal loss factor of the
macrostructure. The modal loss factor of the macrostructure was obtained via the modal strain energy method. The
viscoelastic layer is assumed homogeneous and composed of periodic unit cells repeated in space. Their results
showed that the use of cellular viscoelastic materials can be more advantageous than the use of solid viscoelastic
materials in order to damp vibrations.

Asadpoure et al. [23] presented a methodology for the design of multi-phase viscoelastic microstructures

composed of two material phases and void. One of the material phases is stiff and elastic, while the other is compliant
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and viscoelastic. The objective of their topology optimization formulation was to obtain the distribution of material
within a unit cell in order to maximize both the lowest natural frequency and the intrinsic damping characteristics of
a macrostructure. To that end, they proposed an objective function of the form E1/3 tan δ/ρ, where E , ρ, and tan δ

are the Young’s modulus, density, and damping coefficient of the material, respectively. To determine the damping
coefficient, they considered inertial effects by means of the Bloch–Floquet theorem. In addition, to obtain effective
viscoelastic properties for intermediate element densities, Asadpoure et al. [23] used an interpolation scheme for a
three-phase composite that was adopted from the interpolation scheme introduced by Sigmund and Torquato [24].
Similar to observations by Chen and Liu [22], the results by Asadpoure et al. [23] indicated that the performance
of optimized cellular materials surpasses that of dense materials.

The studies above have focused on the design of viscoelastic composites made of two materials, in which one
is typically stiff and elastic and the other is soft and viscoelastic. Commonly used viscoelastic materials can damp
vibration efficiently on a narrow range of frequencies and temperatures [25]. As a result, multi-phase materials
designed with a single viscoelastic phase are likely to damp vibrations efficiently only for a narrow range of
frequencies and temperatures. This type of restriction is not desired in CLD treatments, for instance in applications
involving aircraft and terrestrial vehicles, because of the large temperature changes that these structures suffer during
operation, which may affect their dynamic performance significantly.

The goal of this work is to introduce a methodology for the design of multi-material viscoelastic microstructures
whose dissipative properties can be tailored over a predefined range of frequencies. To tailor the viscoelastic response
of the material, we minimize the sum of squared loss modulus residuals, where the residual for each frequency
is computed as the difference between the homogenized loss modulus and a target loss modulus. In addition to
minimizing the sum of squared residuals, we also minimize the volume of the structure, which allows us design
microstructures with less amount of material. The formulation uses a general volume constraint setting, so that
constraints can be imposed to a subset of the candidate materials, to sub-regions of the design domain, or to a
combination of both. To compute the effective viscoelastic properties for intermediate element densities, we adopt
the Discrete Material Optimization (DMO) interpolation scheme [26,27], which has successfully been used for the
topology optimization of layered materials as well as for the design of multi-material structures in the context
of density-based topology optimization [28]. To model the behavior of each material phase, we use a fractional
viscoelastic constitutive model, which uses differential operators of non-integer order that can represent hereditary
phenomena with long- and short-term memory, such as that observed in soft materials (polymers, tissues, etc.). We
use the proposed approach to design 2D and 3D multi-phase materials with various energy dissipation characteristics
(e.g., high damping for low frequencies, high damping for high frequencies, or plateau-type damping for a wide
range of frequencies).

The remainder of this paper is organized as follows. Section 2 discusses concepts on homogenization theory
for viscoelastic materials in frequency domain. In Section 3, we detail the topology optimization formulation for
the design of multi-material viscoelastic microstructures, followed by the description of the design variable update
scheme in Section 4. We add a few implementation details in Section 5 and present several numerical examples
in Section 6. In Section 7, we discuss the computational efficiency of the present approach, with emphasis on the
efficiency of the design variable update scheme. We finalize the paper with some concluding remarks in Section 8.
Afterwards, we present an Appendix with verification of the numerical homogenization of the complex modulus
tensor based on mutual energies.

2. Homogenization of linearly viscoelastic materials in the frequency domain

In this section, we summarize relevant concepts related to the homogenization of viscoelastic materials in the
frequency domain. Consider a uniform viscoelastic material subjected to a harmonic excitation with frequency ω.
The steady-state stress–strain response of this material, assuming isothermal conditions, is also harmonic and can
be represented as follows:

σ̄ (ω) = E∗(ω)ε̄(ω), (1)

where σ̄ (ω) and ε̄(ω) are the Fourier transforms of the stress and strain tensors, respectively. The complex modulus
tensor, E∗(ω), can be separated into its real and imaginary parts, as

E∗(ω) = E′(ω)+ iE′′(ω), (2)

where E′(ω) and E′′(ω) are the storage and loss moduli tensors, respectively.
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Fig. 1. Viscoelastic material used as passive energy dissipation mechanism in a constrained-layer damping treatment. At the microscopic
cale, we assume a periodic microstructure composed of multiple material phases.

Now, consider a macroscopic structure made of a viscoelastic cellular material such as that shown in Fig. 1. In the
ellular material of Fig. 1, we assume that the microstructure is composed of unit cells that are periodically repeated
n space. If we further assume that the size of the unit cell is small enough in comparison with the wavelength of
he waves propagating through the macrostructure, one can homogenize the response of the material over the unit
ell [20]. The homogenized response of the material in the frequency domain is similar to that shown in Eq. (1),
ut it is given in terms of the homogenized (or effective) complex modulus tensor, E∗H (ω), as follows:

σ̄ (ω) = E∗H (ω)ε̄(ω). (3)

The homogenized complex modulus tensor depends on the properties of the materials that compose the unit cell,
their volume fraction, and their spatial distribution [11,12,20].

Using asymptotic expansions [11,12,20], we obtain the homogenized complex modulus tensor (in indicial
notation):

E∗H
i jkl(ω) =

1
|Y |

∫
Y

E∗i j pq (y, ω)
(
ε̄(kl)

pq − ε̃(kl)
pq

)
dY, (4)

where E∗(y, ω) is the space- and frequency-dependent complex modulus tensor at each point y inside the unit cell,
and Y = (0, Y1)× (0, Y2) ∈ R2 (or Y = (0, Y1)× (0, Y2)× (0, Y3) ∈ R3) is the 2D (or 3D) domain defining the

nit cell. The unit test strain fields, ε̄(kl)
pq , are applied at the boundaries of the unit cell [13], and the strain fields, ε̃(kl)

pq ,
nduced by the unit test strains, ε̄(kl)

pq , are obtained as the Y -periodic solution of the boundary value problem [12]:∫
Y

E∗i j pq (y, ω)ε̃(kl)
pq

∂vi

∂y j
dY =

∫
Y

E∗i j pq (y, ω)ε̄(kl)
pq

∂vi

∂y j
dY ,

∀v ∈ VY = {v|vi ∈ H 1
loc(Rd ), Y − periodic},

(5)

where d = 2 for 2D unit cells and d = 3 for 3D unit cells. The homogenized complex modulus tensor is obtained by
first solving the periodic boundary value problem (5) and then using Eq. (4). Because the boundary value problem
(5) is defined in terms of the complex modulus tensor E∗(y, ω), its solution requires the use of complex stiffness
matrices for each finite element [12,19].

3. Multi-material topology optimization formulation

We present a topology optimization approach to tailor the macroscopic damping characteristics of a cellular
viscoelastic composite as a function of frequency. The viscoelastic composite can be composed of up to m candidate
materials, each with a different viscoelastic behavior. The topology optimization statement is designed to find
the least amount of material that minimizes the sum of squared loss modulus residuals for a given set of target
frequencies. We define the residual at a particular frequency as the difference between the homogenized loss modulus

and a target loss modulus at that frequency. The topology optimization problem is stated mathematically as follows:
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min
z1,...,zm

J (z1, . . . , zm) = r̄ (z1, . . . , zm, ω1, . . . , ωN )+ ξ m̄(z1, . . . , zm)

s.t. g j =

∑
i∈M j

∑
e∈E j

veρ
e
i∑

e∈E j
ve

− v̄ j ≤ 0, j = 1, . . . , Nc

0 < zmin ≤ ze
i ≤ 1, e = 1, . . . , Ne, i = 1, . . . , m

with:
∫

Y
E∗i j pq (y, ω)ε̃kl

pq
∂vi

∂ y j
dY =

∫
Y

E∗i j pq (y, ω)ε̄kl
pq

∂vi

∂ y j
dY, ∀v ∈ VY

E∗H
i jkl(ω) =

1
|Y |

∫
Y

E∗i j pq (y, ω)(ε̄kl
pq − ε̃kl

pq )dY,

ρ̃e
i =

tanh(βη)+ tanh(β(ρe
i − η))

tanh(βη)+ tanh(β(1− η))
, e = 1, . . . , Ne, i = 1, . . . , m,

ρi = Pzi , i = 1, . . . , m.

(6)

The first term of the objective function, r̄ , corresponds to the sum of squared loss modulus residuals normalized
ith respect to the initial sum of squared loss modulus residuals, which we compute as

r̄ (z1, . . . , zm, ω1, . . . , ωN ) =
1
r0

N∑
i=1

[
E ′′H (z1, . . . , zm, ωi )− E ′′(ωi )

]2
, (7)

where r0 is the initial sum of squared loss modulus residuals (i.e., computed for the initial density distribution);
E ′′(ωi ) is the target loss modulus at target frequency, ωi ; E ′′H (z1, . . . , zm, ωi ) is the homogenized loss modulus
at target frequency, ωi ; and N is the number of target points. We approximately compute the homogenized loss
modulus as

E ′′H =
1
2

(E
′′H
1111 + E

′′H
2222) (8)

or 2D microstructures and

E ′′H =
1
3

(E
′′H
1111 + E

′′H
2222 ++E

′′H
3333) (9)

or 3D microstructures, where the terms E
′′H
i jkl are components of the homogenized loss modulus tensor, which are

btained from (6)5. The second term of the objective function, m̄, corresponds to the mass (volume) of the unit cell
normalized with respect to the mass computed for the initial density distribution. That is,

m̄(z1, . . . , zm) =
1

m0

m∑
i=1

Ne∑
e=1

ve[ρ̃e
i + δρ̃e

i (1− ρ̃e
i )], (10)

here m0 is the mass computed for the initial density distribution. We have added additional terms δρ̃e
i (1 − ρ̃e

i )
o (10) to help drive the design variables toward 0 or 1. Finally, parameter ξ > 0 in (6) is a scalar weight factor,
hich we add to control the relative importance between the mass term and the residual term.
In the optimization statement (6), the design variables, z1, . . . , zm , are vectors of element densities (one for each

f the m candidate materials); E∗H is the homogenized complex modulus tensor; g j , j = 1, . . . , Nc is the j th
olume constraint, which can be imposed to a subset of the candidate materials, to sub-regions of the unit cell, or
o a combination of both [28,29]; M j is the set of material indices associated with volume constraint j ; E j is the

set of element indices associated with volume constraint j ; ve is the volume (or area) of finite element e; ρe
i is the

ltered density of finite element e associated with candidate material i ; v̄ j is the volume fraction limit associated
ith constraint j ; Nc is the total number of volume constraints; and Ne is the total number of elements in the finite

lement mesh.
The vector of filtered densities for each candidate material is obtained as ρi = Pzi , i = 1, . . . , m, where P is the

lter matrix. In this study, we use a nonlinear filter, such that components of the filter matrix are obtained as [30]:

Pi j =
wi jv j∑Ne

, with wi j = max
(

0, 1−
∥xi − x j∥2

)q

. (11)

k=1 wikvk R



6 O. Giraldo-Londoño and G.H. Paulino / Computer Methods in Applied Mechanics and Engineering 372 (2020) 113307

a

The term ∥xi − x j∥2 in Eq. (11)2 refers to the distance between the centroids xi and x j of elements i and j ,
respectively, R is the prescribed filter radius, and q is the nonlinear filter exponent. The nonlinear filter shown
above reduces to a traditional linear filter [31] when q = 1. Note that there is only one filter matrix, which is
independent of the number of candidate materials, m.

3.1. Material interpolation scheme

The topology optimization statement introduced previously considers m candidate materials. Therefore, it is nec-
essary to choose an appropriate material interpolation scheme that can handle multiple materials. Typical topology
optimization formulations for viscoelastic material design have been limited to two candidate materials, for which
a SIMP-like, or a linear interpolation scheme, with one design variable per element, suffices (e.g., see [15,16,20]).
Because our topology optimization formulation allows for m candidate materials (with m ≥ 2), we consider multiple
design variables per element. In this work, we use a material interpolation scheme that is adopted from studies on
density-based topology optimization for elastic multi-material (or multi-layered) structures. Specifically, we use the
Discrete Material Optimization (DMO) parametrization [26,27]. The DMO formulation is an extension of the Solid
Isotropic Material with Penalization (SIMP) interpolation scheme [32,33], which considers m candidate materials,
leading to 0/1 designs at the end of the optimization steps.

The DMO parametrization was designed for linear elastic materials, in particular for the design of composite
shell structures [26,27]. The DMO interpolation was used in a study by Sanders et al. [34], which focused on the
compliance minimization of multi-material structures using density-based topology optimization. In the traditional
DMO interpolation, the element elasticity tensor, Ee, is expressed as

Ee(ρe
1, . . . , ρ

e
m) =

m∑
i=1

wi Ei , with wi = (ρ̃e
i )p

m∏
j=1
j ̸=i

[
1− (ρ̃e

j )
p] , (12)

where wi are weight factors [26,27]1 and Ei is the elasticity tensor for solid candidate material i .
The penalty parameter, p, in Eq. (12)2 is similar to that used in the SIMP interpolation scheme, and the product

term is used to push the design variables toward 0 and 1. In this study, we use the modified DMO interpolation
scheme introduced by Sanders et al. [34] and apply it to both the real and the imaginary parts of the complex
modulus tensor, as follows:

E ′e(ρe
1, . . . , ρ

e
m, ω) = ε + (1− ε)

m∑
i=1

wR
i E

′0
i (ω) and

E ′′e (ρe
1, . . . , ρ

e
m, ω) = ε + (1− ε)

m∑
i=1

w I
i E
′′0
i (ω),

(13)

where

wR
i = (ρ̃e

i )pR

m∏
j=1
j ̸=i

[
1− γ (ρ̃e

j )
pR

]
and w I

i = (ρ̃e
i )pI

m∏
j=1
j ̸=i

[
1− γ (ρ̃e

j )
pI

]
(14)

re the weight functions used for the storage modulus and the loss modulus, respectively. The term ε is an Ersatz-
like parameter used to prevent the stiffness matrices from becoming singular and the terms E

′0
i (ω) and E

′′0
i (ω)

correspond to the storage and loss modulus of solid material i, i = 1, . . . , m, respectively, evaluated at frequency
ω. The penalty parameters pR and pI are used to penalize the storage and loss modulus, respectively. Parameter γ

(0 ≤ γ ≤ 1) controls the amount of penalization due to material mixing. For instance, from Eq. (14), γ = 1 leads
to wR

i = 0 and w I
i = 0 when material mixing is present (i.e., full penalization of material mixing), whereas γ = 0

leads to wR
i = 1 and w I

i = 1 when material mixing is present (i.e., no penalization of material mixing). In order
to achieve better optimization results, we use a continuation scheme in parameters γ , pR , and pI , in a similar way
as conducted by Sanders et al. [34].

1 Another choice of weight factors used by Stegmann and Lund [26] and Lund and Stegmann [27] is wi = (ρ̃e
i )p ; however, this type of

weight function fails to push the design variables toward 0 and 1 and leads to a considerable amount of material mixing at the end of the
optimization iterations.
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3.2. Sensitivity analysis

We solve the topology optimization problem (6) using gradient-based optimization methods. Therefore, we need
to obtain the sensitivity of the objective function and constraints with respect to the design variables. To obtain the
sensitivity of the objective function, we first rewrite Eq. (4) in terms of mutual energies [13]:

E∗H
i jkl(ω) =

1
|Y |

∫
Y

E∗pqrs(y, ω)
(
ε̄(kl)

pq − ε̃(kl)
pq

) (
ε̄(i j)

rs − ε̃(i j)
rs

)
dY. (15)

ow, we differentiate Eq. (15), with respect to ρ̃e
a , leading to

∂ E∗H
i jkl(ω)

∂ρ̃e
a
=

1
|Y |

∫
Y

∂ E∗pqrs(y, ω)

∂ρ̃e
a

(
ε̄(kl)

pq − ε̃(kl)
pq

) (
ε̄(i j)

rs − ε̃(i j)
rs

)
dY

−
1
|Y |

∫
Y

E∗pqrs(y, ω)
∂ε̃(kl)

pq

∂ρ̃e
a

(
ε̄(i j)

rs − ε̃(i j)
rs

)
dY

−
1
|Y |

∫
Y

E∗pqrs(y, ω)
∂ε̃

(i j)
rs

∂ρ̃e
a

(
ε̄(kl)

pq − ε̃(kl)
pq

)
dY.

(16)

ollowing a similar procedure as that by Yi et al. [12], we expand the second term on the right-hand side of Eq. (16)
s follows:

1
|Y |

∫
Y

E∗pqrs(y, ω)
∂ε̃(kl)

pq

∂ρ̃e
a

(
ε̄(i j)

rs − ε̃(i j)
rs

)
dY =

1
|Y |

∫
Y

E∗pqrs(y, ω)ε̄(i j)
rs

∂ε̃(kl)
pq

∂ρ̃e
a

dY

−
1
|Y |

∫
Y

E∗pqrs(y, ω)ε̃(i j)
rs

∂ε̃(kl)
pq

∂ρ̃e
a

dY.

(17)

Because the solution of Eq. (5) is Y -periodic independently of the density distribution, then ∂ε̃(kl)
pq /∂ρ̃e

a ∈ VY =

{v|vi ∈ H 1
loc(Rd ), Y − periodic}, in which d = 2 for 2D microstructures and d = 3 for 3D microstructures. In

addition, because (5) is valid for any function v ∈ VY , then the two terms on the right hand side of (17) are equal,
and thus, (17) becomes zero. Likewise, the third term on the right-hand side of (16) becomes zero, which leads to
the following expression for the sensitivity of the homogenized complex modulus tensor:

∂ E∗H
i jkl(ω)

∂ρ̃e
a
=

1
|Y |

∫
Y

∂ E∗pqrs(y, ω)

∂ρ̃e
a

(
ε̄(kl)

pq − ε̃(kl)
pq

) (
ε̄(i j)

rs − ε̃(i j)
rs

)
dY. (18)

he sensitivity of the homogenized complex modulus with respect to the design variables, ρe
a , is obtained by the

hain rule and Eq. (18), as follows:

∂ E∗H
i jkl(ω)

∂ρe
a
=

∂ E∗H
i jkl(ω)

∂ρ̃e
b

∂ρ̃e
b

∂ρe
a
. (19)

he sensitivity of the homogenized complex modulus tensor can be used to obtain the sensitivity of the objective
unction in (6) via the chain rule.

.3. Fractional material model

Most studies related to design of microstructures made of viscoelastic materials consider simple viscoelastic
aterial models with relaxation functions of the form E(t) = a + be−t/τ , in which a, b, and τ are material

onstants. This type of material model, which is representative of a standard linear solid model or a Zener model,
s often insufficient to represent the behavior of real viscoelastic materials, such as polymers, which are often used
n additive manufacturing [35–37]. Given that current additive manufacturing technologies allow manufacturing of
hese types of microstructures [38–41], it is critical that we model the viscoelastic behavior of polymers accurately
n our formulation.

Simulating the actual viscoelastic behavior of polymers requires the use of an adequate material model, and
his study accomplishes it by means of a fractional viscoelastic model. Fractional viscoelastic models have proven
dequate to represent the behavior of several materials, including polymers [42,43], bituminous materials [44], and
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Fig. 2. A springpot (center) is an element with physical behavior between that of a spring (left) and that of a dashpot (right), and it
represents a spring when v̂→ 0 and a dashpot when v̂→ 1.

iological tissue [45–47]. In fractional viscoelastic models, fractional calculus2 is used to write the constitutive
elation of the material in terms of differential operators of non-integer order [51]. An example of a fractional
ifferential operator used in fractional viscoelasticity is the Caputo fractional derivative of order v̂ ∈ (0, 1),

0 Dv̂
t f (t) =

1
Γ (1− v̂)

∫ t

0

ḟ (τ )
(t − τ )v̂

dτ, (20)

where Γ (·) is the Gamma function, and the left and right subscripts in 0 Dv̂
t refer to the lower and upper limits of

the integral in (20).
A Caputo fractional derivative of order v̂ ∈ (0, 1) can be used to represent the stress–strain behavior of a

viscoelastic material with power-law type stress relaxation function, E(t) ∼ t−v̂ , as follows:

σ (t) = η̂ 0 Dv̂
t ε(t) =

η̂

Γ (1− v̂)

∫ t

0

ε̇(τ )
(t − τ )v̂

dτ, (21)

where η̂ is a stiffness-like parameter. The constitutive relationship (21) was proposed by Scott-Blair [52] to describe
a material that behaves between a Hookean solid and a Newtonian fluid. Because of this characteristic behavior,
a material whose behavior is governed by Eq. (21) is referred to as a springpot. From (21), one can infer that a
springpot becomes a linear spring when v̂ → 0 and becomes a dashpot when v̂ → 1. These two limit behaviors
are illustrated in Fig. 2, in which the springpot is depicted as a diamond-shaped element.

The three elements shown in Fig. 2 can be used to generate rheological models of fractional order. One of the
simplest rheological models of fractional order is the fractional standard linear solid (SLS) model [51]. This model,
which is defined in terms of four parameters, is shown in Fig. 3. Parameters η̂ and v̂ define the behavior of the
pringpot (diamond-shaped element), and parameters E and c define the behavior of the equilibrium spring (lower
pring) and the spring in the fractional Maxwell arm (upper spring). Giraldo-Londoño et al. [53] used a fractional
iscoelastic model such as that in Fig. 3, together with a damage element, to model rate-dependent fracture behavior
f polymers with a high level of accuracy across a wide range of loading rates.

The equation that determines the mechanical behavior of a fractional SLS is:

σ (t)+ λ̂ 0 Dv̂
t σ (t) = Eε(t)+ γ̂ 0 Dv̂

t ε(t), (22)

here

λ̂ = η̂/cE, and γ̂ = λ̂(1+ c)E . (23)

q. (22) is referred to as a fractional differential equation because it is defined in terms of fractional differential
perators. In order to obtain the complex modulus of the fractional SLS model, we apply the Fourier transform to

2 Fractional calculus is a branch of calculus that studies the meaning and implications of differential operators of non-integer order [48–50].
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Fig. 3. Fractional standard linear solid model.

the fractional differential equation (22), yielding:3

E∗(ω) =
E + γ̂ (iω)v̂

1+ λ̂ (iω)v̂
. (24)

We use de Moivre’s theorem to rewrite Eq. (24) in the form

E∗(ω) = E ′(ω)+ i E ′′(ω), (25)

where

E ′(ω) =
E + γ̂ λ̂ω2v̂

+ (E λ̂+ γ̂ )ωv̂ cos v̂π/2

1+ λ̂2 ω2v̂ + 2λ̂ωv̂ cos v̂π/2
and

E ′′(ω) =
(γ̂ − E λ̂)ωv̂ sin v̂π/2

1+ λ̂2 ω2v̂ + 2λ̂ωv̂ cos v̂π/2

(26)

re the storage and loss moduli of the material, respectively. Assuming a frequency-independent Poisson’s ratio,4

e use the storage and loss moduli given in Eq. (26) to obtain the complex modulus tensor for each candidate
aterial, which we then use to obtain the homogenized complex modulus tensor through Eqs. (4)–(5).

. Modified ZPR design variable update scheme

Zhang et al. [29] introduced an efficient design variable update scheme, called ZPR (named after initials of
he authors’ last names: Zhang–Paulino–Ramos Jr.), and applied it to the design of nonlinear multi-material truss
tructures. The ZPR (phonetically, zipper) design variable scheme by Zhang et al. [29] exploits the fact that, if
ach design variable is associated with a single constraint, then all design variables associated with a constraint
an be updated independently of the other constraints, and the update rule can be found in a similar way as in the
ptimality criteria (OC) method [56,57]. The ZPR scheme is an efficient design variable update scheme, but it is
imited to the solution of self-adjoint problems.

To solve non-self-adjoint problems, Giraldo-Londoño et al. [58] adopted the approach by Zhang et al. [29] and
sed the sensitivity separation concept by Jiang et al. [59] to develop an efficient design variable update scheme
ailored to solve topology optimization problems with a general setting of constraints and for an objective function
ith sensitivities of unrestricted sign. Similarly to the Convex Linearization method (CONLIN) [60,61] and the
MA family [62,63], our method treats the positive and negative components of the sensitivity of the objective in
separate way. To update the design variables at optimization iteration k, we first introduce the non-monotonous

onvex approximation of the objective function:

J̃ (z1, . . . , zm) = J (zk
1, . . . , zk

m)+
m∑

i=1

{aT
i [yi (zi )− yi (zk

i )]+ bT
i (zi − zk

i )}, (27)

3 Noticing from Eq. (20) that 0 Dv̂
t f (t) = t−v̂

Γ (1−v̂) ∗
d f (t)

dt , it follows that the Fourier transform of the fractional derivative of a function

f (t) is F{0 Dv̂
t f (t)}(ω) = (iω)v̂F{ f (t)}(ω) [54].

4 Poisson’s ratio is, in general, time (or frequency) dependent. However, we neglect its effect because, for most materials, the relaxation
of Poisson’s ratio is negligible when compared to the relaxation of stiffness [55].
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where

yi (zi ) = z−α
i , i = 1 . . . m, α > 0,

ae
i =

∂ J−

∂ye
i

(zk
1, . . . , zk

m) = −
1
α

(
ze,k

i

)1+α ∂ J−

∂ze
i

(zk
1, . . . , zk

m) ≥ 0, e = 1, . . . , Ne,

be
i =

∂ J+

∂ze
i

(zk
1, . . . , zk

m) ≥ 0, e = 1, . . . , Ne, and

∂ J
∂ze

i
=

∂ J+

∂ze
i
+

∂ J−

∂ze
i

.

(28)

The form of the convex approximation (27) was first used for single-material topology optimization in a study
y Jiang et al. [59], who called it sensitivity separation because the sensitivity of the objective with respect to

a design variable is separated into a positive and a negative term (i.e., ∂ J/∂ze
i = ∂ J+/∂ze

i + ∂ J−/∂ze
i , with

∂ J+/∂ze
i ≥ 0 and ∂ J−/∂ze

i ≤ 0). The non-monotonous convex function (27) is well-defined only if ∂ J+/∂ze
i ≥ 0

and ∂ J−/∂ze
i ≤ 0. Giraldo-Londoño et al. [58] defined the positive and negative components of the sensitivity

such that the second order derivatives of the convex approximation (27) approximate those of the original objective
function, J (z1, . . . , zm). The expressions for ∂ J+/∂ze

i ≥ 0 and that ∂ J−/∂ze
i ≤ 0 derived in their study are as

follows:

∂ J−

∂ze
i
= min

{
−
|he,k

i |z
e,k
i

α + 1
,

∂ J
∂ze

i

}
,

∂ J+

∂ze
i
=

∂ J
∂ze

i
−

∂ J−

∂ze
i

, (29)

where he,k
i are estimates of the second-order derivatives of the objective function at iteration k. To obtain these

estimates, Giraldo-Londoño et al. [58] used a diagonal approximation of the Hessian matrix inspired by the BFGS
method [64–67]. However, in the current study we found that a diagonal approximation of the Hessian matrix
based on the Powell Symmetric Broyden (PSB) quasi-Newton update [68,69] is more suitable than the diagonal
approximation based on the BFGS method. The approximation used in this study is given by

hk = hk−1 +
cT

k sk − hT
k−1s2

k

(s2
k)T s2

k
s2

k, (30)

here:

hk = [h1,k
1 , . . . , hNe,k

1 , . . . , h1,k
m , . . . , hNe,k

m ]T ,

ck =
∂ J
∂z

⏐⏐⏐⏐
z=zk
−

∂ J
∂z

⏐⏐⏐⏐
z=zk−1

,

sk = zk
− zk−1, and

z = [z1
1, . . . , zNe

1 , . . . , z1
m, . . . , zNe

m ]T .

(31)

To obtain the ZPR-based design variable update scheme based on the sensitivity separation, we solve the
ollowing approximate sub-problem at each optimization iteration, k:

min
z1,...,zm

J̃ (z1, . . . , zm) =
m∑

i=1

[aT
i yi (zi )+ bT

i zi ]

s.t. g j (z1, . . . , zm) = g j (zk
1, . . . , zk

m)+
∑

i∈M j

∑
e∈E j

∂g j

∂ze
i

(ze
i − ze,k

i ) ≤ 0, j = 1, . . . , Nc

ze,k
i,L ≤ ze

i ≤ ze,k
i,U , e = 1, . . . , Ne, i = 1, . . . , m,

(32)

here

ze,k
i,L = max(zmin, ze,k

i −move) and ze,k
i,U = min(1, ze,k

i +move), (33)
nd “move” refers to the move limit.
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The solution of the approximate sub-problem yields the following design variable update rule:

ze
i (λ j ) =

⎧⎪⎨⎪⎩
ze

i,L , if Be
i (λ j ) ≤ ze,k

i,L ,

Be
i (λ j ), if ze,k

i,L < Be
i (λ j ) < ze,k

i,U

ze
i,U , if Be

i (λ j ) ≥ ze,k
i,U ,

(34)

here

Be
i (λ j ) =ze,k

i

⎡⎣ −
∂ J−
∂ze

i
(zk

1, . . . , zk
m)

∂ J+
∂ze

i
(zk

1, . . . , zk
m)+ λ j

∂g j
∂ze

i
(zk

1, . . . , zk
m)

⎤⎦
1

1+α

(35)

nd λ j is the Lagrange multiplier associated with constraint g j . As shown by Eqs. (34)–(35), the update of a design
variable only depends on the Lagrange multiplier of the constraint to which it is associated. As a result, all design
variables that belong to a constraint can be updated at once and independent of the design variables associated
with a different constraint. The final part of the update scheme consists of obtaining the Lagrange multipliers
from Eq. (35), which we find from the solution of the dual problem associated with the approximate sub-problem
(32). That is, to obtain the Lagrange multipliers, λ j , we solve

g j (zk
1, . . . , zk

m)+
∑

i∈M j

∑
e∈E j

∂g j

∂ze
i

(ze
i (λ j )− ze,k

i ) = 0, (36)

hich we do using the bisection method. Given that (34)–(36) share similarities with the OC method, the update
f the design variables using the present approach becomes relatively inexpensive.

In our implementation, we compute the updated design variables using a damping scheme, as

zk
i = ζzk

i + (1− ζ )zk−1
i , i = 1, . . . , m, (37)

here 0 < ζ < 1 is a damping parameter and zk
i and zk−1

i are the vectors of design variables at iterations k and k−1,
respectively. The damping scheme reduces fluctuations of the objective function during consecutive optimization
iterations, which tend to happen in the initial steps, when the diagonal approximation of the Hessian is not accurate.

5. Implementation

This section describes some of the implementation details related to the solution of the optimization problem
discussed previously. First, we provide details of the computation of the complex stiffness matrices necessary
to obtain the homogenized complex modulus tensor and finalize with a description of the topology optimization
flowchart for the design of multi-phase viscoelastic materials.

5.1. Computational homogenization of the complex modulus tensor

As discussed in Section 2, the homogenized complex modulus tensor is obtained by solving the periodic boundary
problem (5) and then using Eq. (4). In this study, we solve the periodic boundary value problem (5) using the
finite element method and obtain the homogenized complex modulus tensor using its representation in terms of
mutual energies shown in Eq. (15). The homogenized complex modulus is approximated in terms of the element
displacement vectors, uA(i j)

e , associated with the strain fields, (ε̄(i j)
pq − ε̃

(i j)
pq ), and the element stiffness matrices, k∗e ,

imilar to what Xia and Breitkopf [70] used for the homogenization of linear elastic materials. That is, we obtain
he homogenized complex modulus tensor numerically as follows:

E∗H
i jkl =

1
|Y |

Ne∑
e=1

(uA(i j)
e )T k∗euA(i j)

e . (38)

ote that, unlike the element stiffness matrices for elastic materials, the element stiffness matrices, k∗e , in (38) are
omplex. Therefore, they are divided into a real part, kR

e , associated with the storage modulus, and an imaginary
art, kI

e , associated with the loss modulus, as follows:
∗ R I
ke = ke + ike , (39)
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Fig. 4. Flowchart showing the topology optimization steps for the design of multi-material viscoelastic microstructures.

here kR
e and kI

e are obtained as

kR
e =

∫
Ωe

BT DRBdV and kI
e =

∫
Ωe

BT DI BdV . (40)

R and DI are the constitutive matrices for an isotropic material, which we obtain using the effective storage and
oss modulus of element e, respectively (see Eq. (13)), B is the classical strain/displacement matrix, and Ωe is the
omain defining element e.

.2. Topology optimization steps for the design of multi-material viscoelastic microstructures

This section shows the basic steps used in the design of multi-material viscoelastic microstructures. The flowchart
hown in Fig. 4 describes the main steps used in this study to solve the topology optimization statement (6). As
een in the flowchart, the density filter matrix is computed after reading the input data (e.g., FE mesh, material
roperties, design frequency, stopping criteria, and filter radius). The computation of the filter matrix is followed
y the main optimization iterations (see dashed box). Inside the main loop, the homogenized complex modulus
ensor is obtained and used to compute the objective function. After this computation, the volume constraints are
btained. Because we use a gradient-based optimization approach, sensitivity information of both the objective
unction and the volume constraints, is needed. These are used to update the design variables via the modified ZPR
esign variable update scheme discussed in Section Section 4. The loop continues until convergence is achieved.

more detailed description of the optimization steps is shown in Algorithm 1.

. Numerical results

We use the topology optimization formulation introduced previously to solve two problems of interest. The first

roblem aims to maximize the homogenized loss modulus of the material for a given target frequency and the
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Algorithm 1 Topology optimization of multi-material viscoelastic microstructures

Initialize: Change = 1, k = 0, zk
1, . . . , zk

m
while (k ≤ MaxIter and Change > Tol) do

Solve periodic BVP (5) using FEM and evaluate E∗H
i jkl using Eq. (38)

Compute J (zk
1, . . . , zk

m), and g j ( j = 1, . . . , Nc) as shown in (6)
Evaluate sensitivity of the objective function using Eqs. (18)–(19)
Evaluate sensitivity of the constraints
Update design variables (zk+1

1 , . . . , zk+1
m ) using Eqs. (34)–(37)

Compute Change = max
(
∥zk+1

1 − zk
1∥∞, . . . , ∥zk+1

m − zk
m∥∞

)
Set k ← k + 1

end while
Plot final topology

Table 1
Material properties for the three candidate viscoelastic materials.

Material E
(MPa)

c v̂ η̂ (MPa s v̂)

1 1 5 0.9 20
2 1 5 0.9 3
3 1 5 0.9 0.5

Fig. 5. Viscoelastic behavior of the materials in Table 1 as a function of frequency: (a) storage modulus and (b) loss modulus.

second problem aims to obtain microstructures with tailored loss modulus for a set of target frequencies. For the
sake of illustration, all designs shown in this section consider three candidate materials, whose viscoelastic properties
are shown in Table 1. The storage and loss modulus for each material phase are obtained from Eqs. (26) and are
depicted in Fig. 5.

Unless otherwise specified, we use the parameters from Table 2 to solve all problems in the present study.
Moreover, for all examples presented in this section, we discretize the unit cell using 100 × 100 regular quadrilateral

nite elements for 2D microstructures and 70 × 70 × 70 regular hexahedral elements for 3D microstructures.
The initial density distribution for each material phase is chosen as ze

i = c × 1/2(sin(πxe/L) + sin(πye/L))
for 2D microstructures and ze

i = c × 1/3(sin(πxe/L) + sin(πye/L) + sin(π ze/L)) for 3D microstructures, where
= 1, . . . , m, e = 1, . . . , Ne, (xe, ye, ze) are the coordinates of the centroid of element e, L is the size of the unit

cell, and c is a constant chosen to satisfy the volume constraints at the beginning of the optimization iterations. A
non-uniform density distribution is necessary to design material microstructures in order to prevent all sensitivities
from being identical, which leads to designs with zero densities in all elements.
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Fig. 6. Effect of the design frequency on the optimized 2D microstructures: The results in (a) use volume constraint (41) with v̄1 = 0.75
nd those in (b) use volume constraints (42) with v̄ j = 0.25, j = 1, 2, 3.

.1. Maximization of loss modulus for a single target frequency

.1.1. Effect of design frequency
First, we study the effect of the design frequency in the optimized topology of the unit cell. In addition to varying

he design frequency, we consider two types of volume constraints. The first type of volume constraint specifies a
ingle volume fraction limit, v̄1 = 0.75, such that the volume occupied by all three candidate materials does not
xceed 75% of the design domain volume. Mathematically, this volume constraint is expressed as

g1 =

∑m
i=1

∑Ne
e=1 veρ

e
i

|Y |
− v̄1 ≤ 0, (41)

where |Y | = L2 for 2D microstructures and |Y | = L3 for 3D microstructures, in which L is the size of the unit
cell. To recast volume constraint (41) in the format shown in (6), we use M1 = {1, . . . , m} and E1 = {1, . . . , Ne}.

The second type of volume constraint specifies a maximum volume of 25% to each of the three candidate
materials, such that the three materials can fill up to 75% of the design domain volume. This type of volume
constraint is mathematically expressed as

g j =

∑Ne
e=1 veρ

e
j

|Y |
− v̄ j ≤ 0, j = 1, . . . , 3. (42)

That is, the set of candidate materials associated with volume constraint j is M j = j , and the set of elements
associated with constraint j is E j = {1, . . . , Ne}. For this case, we specify volume fraction limits, v̄ j = 0.25, j =
1, . . . , 3.

We obtain optimized microstructural topologies for design frequencies ranging from 10−2 Hz to 102 Hz and
display the results in Fig. 6a for volume constraint (41) and in Fig. 6b for volume constraint (42). From the
results, we observe that for both volume constraint settings, materials with larger loss modulus (i.e., those with more
energy dissipation capabilities) are placed closer to the core of the unit cell than those with smaller loss modulus
(i.e., those with less energy dissipation capabilities). In contrast to the results obtained with volume constraint (42),
not all materials appear in the results obtained with volume constraint (41). For instance, for the designs obtained
with volume constraint (42), a design frequency of 10−2 Hz yields only material 1 (the most dissipative for that
frequency) and a design frequency of 10−1 Hz yields only materials 1 and 2 (the two most dissipative materials for
that frequency).

When comparing the results from Fig. 6a and b, we also observe that the optimized loss modulus for volume
constraint (41) is always larger than that for volume constraint (42). That is because, in contrast to the second
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Table 2
Numerical parameters used to solve all problems in the present study.

Parameter Description Value

ξ Weight factor 1
δ Mass penalization factor 1
he Element size 1
R Filter radius 2
q Filter exponent 1 (2D), 2 (3D)
MaxIter Maximum number of iterationsa {25,25,500}
pR DMO penalization parameter for storage modulusa {1,1,3}
pI DMO penalization parameter for loss modulusa {2,2,4}
γ Mixing penalty parametera {0,0.5,1}
η Threshold projection density 0.5
β Penalization of threshold projection functionb {1,2,3,4,5}
Tol Tolerance 0.0005 (2D), 0.001 (3D)
α Design variable update scheme parameter 1
ζ Damping parameter 0.5
h0 Initial diagonal Hessian estimation 0
move Move limit 0.3
zmin Design variable lower bound 0
ϵ Ersatz stiffness 10−4

aWe consider three continuation steps, such that MaxIter = 25 for the first two continuation steps and MaxIter
= 500 for the third. The DMO penalization parameters, pR and pI , and the mixing penalty parameter, γ , are
updated at each continuation step.
bParameter β starts at 1 and, during the last continuation step, is increased by one every 30 iterations until
reaching a maximum value, βmax = 5.

olume constraint setting, the first only imposes one global constraint to the entire design domain. In other words,
he solution space for the first constraint setting is larger than that for the second constraint setting, and thus, the
ptimizer can find a better local optima for the first.

Fig. 7 shows the optimization results for design frequencies of 0.1 Hz and 1 Hz and for volume constraint
41). The first column of Fig. 7 shows the design frequencies, the second and third columns show the unit cell
nd a 3 × 3 array of the unit cell, respectively, and the last column shows the homogenized loss modulus of the
ptimized microstructures as a function of frequency. For each design frequency, volume constraint (41) is active,
ut the optimized topologies are significantly different. That is, each design uses the same amount of material, but
ts distribution is such that it maximizes the material loss modulus for the given design frequency. The effect of this

aterial distribution on the homogenized behavior of the viscoelastic composite is observed in the homogenized
oss modulus plots shown in the last column of Fig. 7. From these plots, we observe that the loss modulus of the
ptimized materials increases in the vicinity of the design frequency.

For volume constraint (41), one would expect that the optimizer will choose the material with largest loss modulus
or a given design frequency. However, as illustrated in Figs. 6a and 7, that is not always the case. The results show
hat, depending on the design frequency, a design may contain more than one material. For instance, although the
esults in Fig. 7 are obtained for a single frequency, the optimized topologies contain two materials. When the
esign frequency is 0.1 Hz, the optimizer chooses materials 1 and 2, which are those with largest lost modulus
or that design frequency. Likewise, when the design frequency is 1 Hz, the optimizer chooses materials 2 and 3
ecause those are the materials with largest loss modulus for that frequency.

Fig. 8 shows the optimization results for design frequencies of 0.1 Hz and 1 Hz and for volume constraint (42).
nlike the results shown in Fig. 7, those in Fig. 8 contain all three candidate materials, which happens because each
f the constraints in (42) is applied to one of the candidate materials. Although constraint (42) is more restrictive
han constraint (41), the optimizer is still able to find an optimized topology for each of the candidate materials to

aximize the loss modulus at each of the target frequencies.
Besides the 2D results discussed above, we also obtain optimized topologies for 3D microstructures. Fig. 9 shows

he optimization results obtained for two design frequencies (0.1 Hz and 1 Hz) and for the two volume constraint

ettings considered previously. The 3D results also show that a single volume constraint may lead to more than one
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Fig. 7. Effect of the design frequency in the optimized topology of the unit cell considering volume constraint (41) with v̄1 = 0.75.

aterial appearing in the optimized topology of the unit cell. As expected, the optimized loss modulus obtained with
ne global volume constraint (Figs. 9a-b) is larger than that obtained with three volume constraints (Figs. 9c-d). To
isualize the interior of each unit cell in detail, we removed an octant from their geometry, as depicted in Fig. 10.
imilarly to the 2D results, here we also observe that the optimizer places the most dissipative material for a given

arget frequency toward the center of the unit cell.

.1.2. Effect of volume fraction limit
Now, we study the effect of increasing the volume fraction limit on the optimized topology of the unit cell. To

his end, we fix the design frequency and vary the volume fraction limit, using the volume constraint settings
n (41) and (42). For volume constraint (41) we choose v̄1 = v̄, and for volume constraint (42) we choose
¯ j = v̄/3, j = 1, . . . , 3, where v̄ is the prescribed total volume fraction limit. The results are shown in Fig. 11, in

hich those corresponding to volume constraint (41) are given in Figs. 11a-b and those corresponding to volume
onstraint (42) are given in Figs. 11c-d.

First, we note that the material distribution depicted in Fig. 11 closely follows that observed in Figs. 7 and
. That is, the material with largest loss modulus is concentrated toward the core of the unit cell and those with
maller loss modulus are placed away from it. Additionally, we observe that the loss modulus of the optimized
icrostructure increases nonlinearly as the material volume fraction increases. Finally, Fig. 11 shows that the

ptimized loss modulus considering volume fraction (41) is larger than the optimized loss modulus considering
olume fraction (42), as expected.

.2. Tailoring of energy dissipation for a set of target frequencies

Here, we design microstructures with a tailored loss modulus for a given set of design frequencies. For the designs
hown here, we consider volume constraint (41) with a volume fraction limit v̄ = 1 and let the optimizer choose
1
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1

Fig. 8. Effect of the design frequency in the optimized topology of the unit cell considering volume constraints (42) with v̄ j = 0.25, j =
, . . . , 3.

Table 3
Target loss moduli used for the design of microstructures with tailored energy
dissipation behavior.

Target
frequency,
ωi (Hz)

Target loss modulus, E ′′(ωi ) (MPa)

Case 1 Case 2 Case 3 Case 4

0.03 0.5 0.75 0.25 0.75
0.3 0.5 0.5 0.5 0.5
3 0.5 0.25 0.75 0.75

the right amount of each material to achieve the desired viscoelastic behavior. We present four different designs,
each corresponding to a different set of target loss moduli for the same set of target frequencies, as presented in
Table 3. The goal of this example is to illustrate how the same number of fixed candidate materials can be arranged
in different topological configurations to achieve a desired energy dissipation behavior.

Fig. 12 shows the 2D designs obtained for each of the cases shown in Table 3. Depending on the design case,
the optimizer selects an appropriate subset of materials, so that the homogenized loss modulus of the optimized
microstructure approximates the target loss modulus at each of the target frequencies. For instance, in case 1, the
optimizer selects materials 1 and 2, leading to a microstructure whose loss modulus has a plateau-like behavior for
the range of design frequencies. In case 2, the optimizer selects all three materials, but it contains a larger amount
of material 1, such that the microstructure has a larger loss modulus for lower frequencies (e.g., for frequencies
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Fig. 9. Effect of the design frequency and volume constraint setting in the optimized topology of 3D unit cells: (a) and (b) are obtained
using volume constraint (41) with v̄1 = 0.75 and design frequencies of 0.1 Hz and 1 Hz, respectively, and (c) and (d) are obtained using
volume constraint (42) with v̄ j = 0.25 and design frequencies of 0.1 Hz and 1 Hz, respectively.

close to 0.03 Hz) than that for higher frequencies. Conversely, in case 3, the optimizer selects a larger amount
of material 3 to yield a loss modulus that increases when the frequencies approach 3 Hz. Finally, in case 4, the
optimizer selects once more materials 1 and 2, but this time the topology is such that it leads to a microstructure
with a loss modulus that becomes smaller when the frequency approaches 0.3 Hz.

In addition to the 2D designs, we obtain optimized 3D microstructures, as depicted in Fig. 13. As shown by
the results, the optimizer is able to select the right amount of each of the three candidate materials in order to
achieve the desired target loss moduli for the given set of design frequencies. We present a more detailed view of
the interior of each unit cell by removing an octant from their geometry, which we show in Fig. 14.

7. Computational efficiency

We study the efficiency of the formulation via a computational cost analysis of some of the results from the
previous section.5 To assess the efficiency of the design variable update scheme, we also compare the computational
cost obtained using the modified ZPR scheme with that obtained using MMA.

5 The computational costs displayed in this section were obtained using Matlab R2017b on a desktop computer with an Intel(R) Xenon(R)
CPU E5-1660 v3 at 3.00 GHz and 256 GB of RAM running on a 64-bit operating system.
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Fig. 10. Optimized topologies of 3D unit cells shown in Fig. 9. Figures (a) and (b) correspond to designs obtained with volume constraint
(41) and design frequencies of 0.1 Hz and 1 Hz, respectively, and figures (c) and (d) to those obtained with volume constraint (42) and
design frequencies of 0.1 Hz and 1 Hz, respectively. As shown in the bottom row figures, we have removed an octant from the geometry
of each cell to display their interior in detail.

Fig. 15 displays the percentual breakdown of computational cost for a subset of the results from Figs. 7, 8, and
12. The results on the left hand side correspond to the design on the first row of Fig. 7, those on the center to the
design on the first row of Fig. 8, and those on the right hand side to the design on the first row of Fig. 12. In all cases,
the percent of total time required to update the design variables using MMA is considerably larger than that required
using our design variable update scheme. The percent of total time to update the design variables obtained using
our approach falls below 1%, while that obtained using MMA ranges between 4% and 18%. The smallest percent
time required by MMA (4%) corresponds to the case in which we design for a tailored loss modulus behavior,
which is expected because for that case we need to solve a large amount of periodic boundary value problems in
order to homogenize the complex modulus tensor for the three target frequencies. Regardless, the absolute time
required by MMA to update the design variables for that case (∼1 min) is much larger than that required by our

pdate scheme (∼4 s).

. Concluding remarks

We have introduced a framework for the design of periodic multi-material viscoelastic composites with
aximized loss modulus for a single target frequency or with tailored energy dissipation for a range of frequencies.
he viscoelastic behavior of each candidate material is represented by a fractional standard linear solid model, a

ype of rheological model based on fractional differential operators, which is capable of simulating the behavior of
iscoelastic materials accurately with a few amount of input parameters. To tailor the viscoelastic response of the
omposite, we use a set of control points, each corresponding to the desired loss modulus of the material for a given
arget frequency. The optimization statement is setup to find the lightest microstructure that minimizes the sum of
quared loss modulus residuals, in which the residual at a given frequency is defined as the difference between
he homogenized loss modulus and the target loss modulus evaluated at that frequency. To obtain lightweight

icrostructures, we write the objective function as a weighted sum between the sum of squared residuals and
he mass (volume) of the microstructure.

In addition to tailoring the viscoelastic response of the composite, the current formulation allows for a general
olume constraint setting, which we can use to impose constraints to a subset of the candidate materials, to sub-
egions of the design domain, or to a combination of both. We solve the topology optimization statement using a

ew design variable update scheme that is tailored to solve this type of optimization problems in an efficient way.
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Fig. 11. Effect of the total volume fraction on the optimized loss modulus of the microstructure: The results in figures (a) and (b) correspond
to volume constraint (41) and design frequencies of 0.1 Hz and 1 Hz, respectively. The results in figures (c) and (d) use volume constraint
(42) and design frequencies of 0.1 Hz and 1 Hz, respectively.

The time to update the design variables using our approach is orders of magnitude smaller than that required by
the widely used method of moving asymptotes.

As compared to designs of viscoelastic composites that are made of one or two materials, the framework
presented in this study can be used to design composites made with an arbitrary number of candidate viscoelastic
materials. This type of multi-phase viscoelastic composites can be engineered, for example, to have a wider
operational frequency, so that they can damp energy efficiently for a wide range frequencies and/or temperatures. The
results of this study show that we can design multi-phase viscoelastic composites to have a tailored loss modulus
on a specified range of frequencies, which opens an avenue for the design of a new generation of architected
viscoelastic materials.
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Fig. 12. Optimized 2D microstructures obtained for the target viscoelastic responses shown in Table 3.
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Fig. 13. Optimized 3D microstructures obtained for several different tailored viscoelastic responses.

Fig. 14. Optimized 3D microstructures corresponding to the designs of Fig. 13. In the bottom row of figures, we have removed an octant
of the geometry of each cell, which helps displaying the interior of each optimized microstructure.
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Fig. 15. Percentual breakdown of CPU time for the designs on the first row of Fig. 7 (left), Fig. 8 (middle), and Fig. 12 (right). The
computational times are obtained using (a) the modified ZPR update scheme and (b) MMA.
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Appendix. Verification

Before designing material microstructures, we verify the finite element implementation used to obtain the
homogenized complex modulus tensor. To this end, we compare our numerical homogenization results with those
obtained by Yi et al. [12] for two viscoelastic composites, each made of two materials. The two composites consist
of a square unit cell with a circular inclusion. In the first composite, material 1 is used for the circular inclusion
and material 2 is used for the matrix. In the second composite, the roles of the two materials are swapped. A 50%
volume fraction for each material phase is used in both composites. The two composite materials are illustrated in
Fig. 16. Yi et al. [12] simulated the viscoelastic material behavior for each phase based on a standard linear solid
model, such that the stress relaxation function for the two material phases is as follows:

E1(t) = 0.5+ 3e−t/10 and E2(t) = 0.5+ 3e−t . (43)

Both material phases are assumed to have a Poisson’s ratio ν = 0.35.
In order to compare our results with those obtained by Yi et al. [12], we compute the homogenized loss tangent,

tan δ(ω) = E
′′H (ω)/E

′H (ω), where E
′H (ω) and E

′′H (ω) are the homogenized storage and loss modulus of the

composite, respectively. The homogenized loss tangent obtained from our implementation is compared against that
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m
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Fig. 16. A square unit cell with a circular inclusion is used to verify the finite element implementation that computes the homogenized
complex modulus tensor. For composite 1 (left), material 1 is used for the circular inclusion and for composite 2 (right), material 2 is used
for the circular inclusion.

Fig. 17. Verification of the FE implementation used for the homogenization of viscoelastic materials. The homogenized loss tangent obtained
from our numerical implementation agrees well with that obtained by Yi et al. [12] for the range of frequencies analyzed.

obtained by Yi et al. [12] for both composites, as depicted in Fig. 17. Only a slight difference between our results and
those by Yi et al. [12] is observed, which may be due to differences in the finite element discretization, indicating
a correct implementation of our finite element model.

Appendix B. Nomenclature

v̂ Order of the Caputo fractional derivative

E ′′e Effective loss modulus for element e

E ′e Effective storage modulus for element e

J Objective function

Nc Number of volume constraints

Ne Number of elements in the FE mesh

R Filter radius

¯ Total area (volume) of the microstructure normalized by its initial volume
¯ Sum of squared loss modulus residuals normalized by initial sum of squared residuals
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¯ j Volume fraction limit for constraint j

J̃ Non-monotonous convex approximation of the objective function

Stiffness parameter for the fractional SLS model

g j j th volume constraint

Number of candidate materials

0 Initial area (volume) of the microstructure

p SIMP penalty coefficient

Filter exponent

0 Initial sum of squared residuals

e Area (2D) or volume (3D) of element e in the FE mesh

j Set of element indices for constraint j

j Set of material indices for constraint j

J+/∂ze
i and ∂ J−/∂ze

i Positive and negative sensitivity components in sensitivity separation approach

Dv̂
t (·) Caputo fractional derivative of order v̂

Mass penalization factor

Mixing penalty parameter

ˆ Rigidity of the springpot

Weight factor

Filter matrix

i , bi Parameters used to define the convex approximation of the objective function

Approximation of the diagonal of the Hessian matrix
∗ Complex stiffness matrix
R Real part of the complex stiffness matrix
i Imaginary part of the complex stiffness matrix
A(i j)
e Displacement vector of element e

1, . . . , zm Vectors of design variables for candidate material, i = 1, . . . , m

1, . . . , ρm Vectors of filtered densities for candidate material, i = 1, . . . , m

˜ 1, . . . , ρ̃m Vectors of element volume fractions for candidate material, i = 1, . . . , m
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